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In our multi-agent model, agents generate wealth from repeated interactions for which a pris-

oner's dilemma payo® matrix is assumed. Their gains are taxed by a government at a rate �.

The resulting budget is spent to cover administrative costs and to pay a bonus to cooperative
agents, which can be identi¯ed correctly only with a probability p. Agents decide at each time

step to choose either cooperation or defection based on di®erent information. In the local

scenario, they compare their potential gains from both strategies. In the global scenario, they
compare the gains of the cooperative and defective subpopulations. We derive analytical

expressions for the critical bonus needed to make cooperation as attractive as defection. We

show that for the local scenario the government can establish only a medium level of cooperation

because the critical bonus increases with the level of cooperation. In the global scenario, instead
full cooperation can be achieved once the cold-start problem is solved because the critical bonus

decreases with the level of cooperation. This allows to lower the tax rate, while maintaining high

cooperation.

Keywords: Game theory; incentives; sustainable cooperation; mechanism design.

1. Introduction

A high level of cooperation is generally desired from the perspective of a social

planner. At the same time, such a systemic state is hard to achieve, and even more

di±cult to maintain. The reasons for this are discussed in game theory from a the-

oretical point of view, and in behavioral economics in an experimental and psycho-

logical context. The bottom line is that non-cooperative behavior, i.e., defection,

often leads to higher gains, whereas cooperative behavior implies a cost. Therefore,

sel¯sh and rational agents would choose defection.
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Over the last seven decades, researchers have developed various proposals of how

to solve this dilemma, which we cannot review or even list here. The punishment of

defective behavior is one of these solutions. We know that punishment is costly, but

useful to keep cooperation high. It is also known that partial punishment applied

only during some periods or on a fraction of the population is already su±cient to

maintain cooperation [2, 5, 6].

However, when agents have the choice of costly punishments, the rational

strategy is to avoid the costs incurred and to leave the punishment to other agents.

This is not con¯rmed by experiments, but is still a common explanation for the

decreasing level of cooperation [4]. In the end, costly punishments are not a sus-

tainable solution to keep cooperation high, because of second-order e®ects. Similar to

choosing defection if others cooperate, it pays o® to choose not to punish if others

punish. One way out of this dilemma is to assign the task of punishment to a central

authority, such as a government.

Nowadays, it becomes increasingly popular even on a governmental level to re-

place punishments which have a negative connotation with bonuses for those who

follow certain rules. This is an indirect punishment because those who do not follow

these rules will not receive a bonus. From a psychological perspective, positive

incentives work much better than negative deterrents, although it was also found

that they do not work perfectly [9, 11, 14, 17].

In this paper, we develop an agent-based model that allows to systematically

investigate the role of bonuses paid for cooperative behavior. We choose a game

theoretical setting because it already quanti¯es the gains from cooperative and de-

fective behavior. Our main idea is to let the government collect taxes on these gains,

which allows to redistribute the wealth accumulated this way. Wealth redistribution

models have been already discussed with respect to agents' interactions [3, 22] or

assuming a central authority [1, 13].

Compared to these rather mathematical models our approach is simpler, but still

analytically tractable. It has more in common with public good games (PGG), where

agents can contribute to a common pool that returns bene¯ts to participants [12, 16,

23, 25]. Di®erent from these type of games, in our model, agents are obliged to

contribute to the common good with an amount that depends on their gains. This is

ensured by the taxation from the central authority, i.e., the government.

The redistribution mechanism in our model shall in°uence agents in their decision

to either cooperate or defect. Precisely, from the collected taxes the government pays

a bonus only to cooperators, once they have been identi¯ed as such. With respect to

these external incentives, our model bears some similarities to nudging [24] in that

the central authority does not forbid a speci¯c behavior. But, di®erent from a nudge,

we not only use the bonuses as economic incentives to change the behavior of the

agent, but also di®erent types of information. In the local information regime, agents

decide about their cooperative or defective behavior by comparing their potential

gains, whereas in the global information regime they compare the current gains of the

cooperative and defective subpopulations.
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The global information regime introduces a nonlinear feedback between the

fraction of cooperators in the system and the total amount of bonuses needed to

reward further cooperation. Because of this the critical bonus decreases with the

fraction of cooperators, but the level of cooperation continues to increase. This

eventually leads to a scenario of sustainable cooperation, where the government can

choose low tax rates because bonuses are no longer needed.

These interesting ¯ndings are obtained analytically and further con¯rmed by

means of agent-based simulations. In the following, we separately introduce the

agent and the governmental perspectives. We then derive expressions for the critical

bonus needed to obtain cooperation. The drawbacks resulting from the local infor-

mation regime will motivate the proposal for the global information regime, which

leads to the promising results.

2. The Agent Perspective

2.1. Wealth, strategies, bonuses and taxes

In the following, we consider a number of agents i ¼ 1; . . . ;N. Each agent is char-

acterized by an internal state variable, siðtÞ, which indicates a cooperative (s ¼ 1) or

a defective (s ¼ 0) strategy, as generally considered in game theory. To simplify the

notation, we will drop ðtÞ when it is clear at which time the variable is evaluated;

with or without explicitly writing ðtÞ, si is always time-dependent. Further, each

agent possesses some wealth, wiðtÞ, taken in a very general sense, which changes over

time and can also accumulate.

A gain of wealth, giðsi; tÞ, in a given time step can come from two sources, (i)

interactions with other agents j which are described by an interaction term F ijðtÞ
discussed in a separate section, and (ii) a bonus biðsi; tÞ paid by a central authority,

called the government in the following equation:

giðsi; tÞ ¼
X
j

F ijðtÞ þ biðsi; tÞ: ð1Þ

In our paper, the bonus payment depends on how the agent \behaves" in a very

general sense. Agents can, for instance, be rewarded by the government if they

comply to social norms, respect laws, protect the environment or provide community

services. Utilizing a game theoretical setting, we call such behavior cooperative. The

opposite would be a defective behavior, e.g., to not comply to a social norm or to

contribute to a common good. We can express the bonus obtain by an agent i as

follows:

biðsi; tÞ ¼ bðtÞzðsiÞ: ð2Þ
In an ideal setting, one could assume that the government has not only complete and

perfect knowledge about the strategies of all agents, it also makes no administrative

mistakes, and hence, set zðsiÞ ¼ si. A more realistic setting should consider that

there is only a (large) probability p 2 ð0; 1Þ that defectors (and cooperators) are
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identi¯ed correctly, whereas with a (small) probability ð1� pÞ a cooperator is

wrongly identi¯ed as a defector and a defector as a cooperator. To re°ect this ob-

servation, z becomes a stochastic variable:

zðsiÞ � Bðpsið1� pÞ1�siÞ; ð3Þ
where B is a Bernoulli distribution. That means, when si ¼ 1, z takes the value of 1

with a probability p, and the value 0 with the probability ð1� pÞ. When si ¼ 0, z

takes the value of 0 with a probability p, and 1 otherwise.

Eventually, we consider that at each time step the individual gain giðsi; tÞ is taxed
by the government at a tax rate �, which is constant and the same for all agents. This

tax can be interpreted as an income tax, because it considers gains, or incomes, only

from the current time interval �t. With this, we propose the following discrete

dynamics for the wealth of agent i, with �t ¼ 1:

wiðsi; tþ 1Þ ¼ wiðsi; tÞ þ ð1� �Þgiðsi; tÞ: ð4Þ
This is known as proportional tax scenario because it is proportional to the income of

each agent. Other scenarios of tax collections have been discussed in [13].a

We note that the gain is always greater or equal to zero, giðsi; tÞ � 0. This implies

that individual wealth can only grow according to Eq. (4). It could also stay con-

stant, in the worst case, giðsi; tÞ ¼ 0. To specify the two contributions to this positive

gain giðsi; tÞ, we need to discuss strategic interactions of agents and the value of the

bonuses paid to cooperative agents.

2.2. Strategic interactions of agents

Equation (4) considers the opportunity to increase wealth via dyadic interactions

between two agents i and j, expressed in the term F ijðtÞ. Using the game theoretical

setting, we assume that this interaction is described by the so-called prisoner's

dilemma. This means, if two agents i; j interact, their resulting payo® depends on

their strategies. We use the classical payo®s that reads as

C D
C R/R S/T
D T/S P/P

ð5Þ

aAlternatively, one could assume that instead of the gain the wealth of an agent is subject to taxes. This

would modify Eq. (4) into

wiðsi; tþ 1Þ ¼ ð1� �Þwiðsi; tÞ þ giðsi; tÞ:
There are two arguments against this choice. First of all, in our model, individual wealth can be only

accumulated in one way, namely through the gain. So, from an economic perspective, it is su±cient to tax

this wealth contribution instantaneously, like an annual income tax. Taxing the (accumulated) wealth
instead implies that gains from previous time steps will be implicitly taxed again, at a discounted rate.

Because of this, Eq. (5) becomes in fact a recursive equation. This problem could be mitigated by assuming

stationarity, wiðsi; tþ 1Þ ¼ wiðsi; tÞ, which however implies that at every time step each gain equals the

taxes paid by an agent. Therefore, in the following, we will consider Eq. (4).
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To create a link with our notation, we introduce a payo® matrix M:

M ¼ P T

S R

� �
; ð6Þ

where Msi;sj is the payo® of agent-i when choosing strategy si and interacting with

agent-j choosing strategy sj. Therefore, Msi¼0;sj¼0 ¼ Msj¼0;si¼0 ¼ P is the payo® for

both agents when they both decide to defect, whileMsi¼1;sj¼1 ¼ Msj¼1;si¼1 ¼ R is the

payo® for both agents when they both decide to cooperate. When agent i decides to

defect, but j decides to cooperate, then the Msi¼0;sj¼1 ¼ T is the payo® of agent i,

whileMsj¼1;si¼0 ¼ S is the payo® of agent j. Finally, note that the payo®s depend on

both si, sj and are, in general, asymmetric.

The dilemma arises from the fact that

T > R > P > S; 2R > Sþ T ; ð7Þ
i.e., the rational choice would be always to defect because, no matter what the

counterparty chooses, the payo® for defectors would be always higher. However, if

both agents cooperate their joint payo® is larger, i.e., the social welfare, as the sum

over all payo®s, is maximized.

In our model, we assume that during each time step one agent, with a ¯xed

strategy si, plays ng of the described so-called 2-person games with di®erent agents.

This means, the counterparty is chosen randomly from the population of N� 1

agents such that no agent is not chosen twice during the ng interactions with a

speci¯c agent. This ensures that during each time step each agent receives ng payo®s

from di®erent agents. We take these payo®s as a proxy for F ij, i.e.

Xng

j2N iðtÞ
F ijðtÞ ¼

Xng

j2N iðtÞ
Msi;sj ; ð8Þ

where N iðtÞ is the set of agents interacting with i at time t, and the size of this set is

jN iðtÞj ¼ ng8 t. During the ng interactions at time t, agent i may meet niðtÞ times a

cooperator and ng � niðtÞ times a defector. This allows to express the expected

cumulative payo® of agent-i, Ai as

Aiðsi;niÞ ¼ si½niRþ ðng � niÞS� þ ð1� siÞ½niTþ ðng � niÞP �; ð9Þ
where we have dropped the explicit time dependence ðtÞ as all variables are computed

at the same time step.

We can further de¯ne, with respect to agent i, an individual frequency of coop-

erators fiðtÞ ¼ niðtÞ=ng. In our setup, however, interacting agents are sampled

uniformly at randomly from the population. Therefore, the individual frequencies

can be approximated by the global frequency of cooperators, fiðtÞ � fðtÞ ¼ NcðtÞ=N ,

where NcðtÞ denotes the total number of cooperators and NdðtÞ ¼ N�NcðtÞ ¼
Nð1� fðtÞÞ the total number of defectors. This so-called mean-¯eld limit is applied

in the following. Again, to simplify the notation, we drop the explicit time

Should the Government Reward Cooperation?
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dependence ðtÞ whenever variables are computed at the same time step; with or

without explicitly writing ðtÞ, f is always time-dependent. Using f, we introduce the

relative payo®

Aiðsi;niÞ ¼ ngaiðsi; fÞ; ð10Þ
which, with reference to the payo® matrix, Eq. (5), reads as

aiðsi ¼ 1; fÞ ¼ Rfþ Sð1� fÞ;
aiðsi ¼ 0; fÞ ¼ Tfþ P ð1� fÞ: ð11Þ

2.3. Strategic decisions: Local information

We follow a stochastic approach, i.e., agent i uses a strategy siðtÞ only with a certain

probability qiðsi; tÞ. Taking si ¼ 1, the dynamics is then described by the master

equation:

qið1; tþ 1Þ � qið1; tÞ ¼ �qð0j1; �iÞqið1; tÞ þ qð1j0; �iÞ½1� qið1; tÞ�u
dqið1; tÞ

dt
ð12Þ

qð0j1; �iÞ and qð1j0; �iÞ are the transition probabilities to switch between the two

strategies si ¼ 0 and si ¼ 1, i.e., they model the decision of agent i based on the

current information encoded in �i.

In this paper, we consider two di®erent speci¯cations for �i, local and global

information. Local information refers to the fact that the agent is able to calculate in

advance the gain to be expected from a given strategy si. This is a classical as-

sumption of game theory. The agent then compares the expected gains and chooses

the strategy leading to the highest one. That means the term local indicates that the

agent only considers its individual perspective.

We assume that agents, when computing the expected gains, do not only take the

payo® from interactions with other agents into account, but also the bonus they may

receive from the government. Hence, the expected gains can be written as follows:

E½gijsiðtþ 1Þ ¼ 1� ¼ aið1; fðtÞÞ þ bðtÞp;
E½gijsiðtþ 1Þ ¼ 0� ¼ aið0; fðtÞÞ þ bðtÞð1� pÞ; ð13Þ

where E½gijsiðtþ 1Þ ¼ 1� is the expected gain from playing cooperate, while

E½gijsiðtþ 1Þ ¼ 0� is the gain expected from defection. With these, we de¯ne the

transition probabilities between di®erent strategies as follows:

qðsijð1� siÞÞ ¼
expð�E½gijsi�Þ

expð�E½gijsi�Þ þ expð�E½gij1� si�Þ
: ð14Þ

The parameter � denotes the level of randomness and determines how sensitive

agents are with respect to wealth di®erences. � ! 0 implies random choices, � ! 1
means that already small wealth di®erences result in strategy changes.

This strategic behavior has two di®erent uncertainties for an agent: (i) there is a

small probability ð1� pÞ that the agent is not rewarded if it cooperates, or still

F. Schweitzer, L. Verginer and G. Vaccario
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rewarded if it defects, (ii) because the counterparty for an interaction is randomly

chosen, this results in a mix of cooperators and defectors during the ng interactions.

Further, the probability to meet a cooperator or a defector is changing over time as

agents change their strategy.

Before investigating the critical parameters of the model, let us summarize and

revise the parameters and variables introduced. Note that the parameters of the

model are nine (see Table 1). Four of them are ¯xed by the payo® matrix M of the

Prisoner's Dilemma. Three parameters de¯ne the number of agents in the system N ,

their number of interaction ng, and their rationality �. Finally, the more interesting

parameters of the model are two: the taxation rate �, and the identi¯cation prob-

ability p. We will explore the role of these two parameters in the following sections.

The key variables introduced are eight (see Table 2). All these variable are de¯ned

at every time step t. However, to simplify the notation, we have dropped the explicit

time dependence, except for the equations where two variable are computed at

di®erent times (e.g., in Eq. (13)). Note that the agents have two internal variables:

their strategy si and their wealth wi. At every time step, agents' strategies change

depending on the expected cumulative payo® Ai. Then, we have three global vari-

ables: number of cooperating agents Nc, number of defecting agents Nd, and global

fraction of cooperators f. These three variables are related by Nc ¼ N�Nd and

f ¼ Nc=N, and hence, we have only one independent variable.

Table 1. Summary of model parameters.

Parameters De¯nition Range

N total number of agents N1

ng number of interaction per agent per time step N1

� income tax [0, 1]
� rationality of agents [0, þ1)

p probability that the strategy of an agent is correctly identi¯ed [0.5, 1]

M payo® matrix P T

S R

� �

Table 2. Summary of key variables. Note that all these variables are

de¯ned at each time step t. To simplify the notation, we have dropped

the explicit time dependence.

Variables De¯nition Range

si strategy of agent i f0; 1g ¼ fD;Cg
wi wealth of agent i Rþ

ai expected relative payo® for agent i ½S;T �
Ai expected cumulative payo® for agent i ngai
b bonus Rþ

Nc number of cooperating agents [0, N]

Nd number of defecting agents [0, N]
f global fraction of cooperators [0, 1]

Should the Government Reward Cooperation?
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2.4. Critical bonus level

Already at this point we are able to discuss critical parameter constellations that

may change the outcome of the dynamics. Given the master equation (12), statio-

narity, i.e., qið1; tþ 1Þ � qið1; tÞ ¼ 0, implies the so-called detailed balance condition

qið1Þ
1� qið1Þ

¼ qð1j0Þ
qð0j1Þ : ð15Þ

Using the transition probabilities, Eq. (14), we can calculate from the stationary

solution the Logit or log odds ratio:

Gðqð1ÞÞ � ln
qð1Þ

1� qð1Þ ¼ �ðE½gijsi ¼ 1� � E½gijsi ¼ 0�Þ ð16Þ

Gðqð1ÞÞ > 0 tells under what conditions it is more likely that the agent chooses

cooperation, si ¼ 1, instead of defection. With Eq. (13), this results in

ngaið1; fÞ þ bðtÞp > ngaið0; fÞ þ bðtÞð1� pÞ ð17Þ
and then, by substituting the relative payo®s aið1; fÞ and aið0; fÞ from Eq. (11), we

get

Rfþ Sð1� fÞ þ p

ng

bðtÞ > Tfþ P ð1� fÞ þ ð1� pÞ
ng

bðtÞ: ð18Þ

Equation (18) determines the critical value of the bonus to make cooperation at-

tractive:

bðtÞ > bcritðf; pÞ ¼ ng

2p� 1
fðP� SÞ þ f½ðT� RÞ � ðP� SÞ�g: ð19Þ

Inserting the canonical payo® values fT ;R;P ;Sg ¼ f5; 3; 1; 0g; we obtain

bcritðf; pÞ ¼ ng

1þ f

2p� 1
: ð20Þ

The critical bonus bcritðf; pÞ in Eq. (20) has a clear interpretation: it is the bonus

su±cient to compensate the payo® di®erence of a cooperator and a defector in the

same situation, i.e., cooperation becomes as attractive as defection.

From Fig. 1, we see that the higher the level of cooperation f, the higher the bonus

has to be. This dependence re°ects the underlying assumption of game theory,

namely that it becomes more attractive to choose defection if an agent is surrounded

by cooperators. So, the bonus re°ects the higher incentive needed to not exploit such

a situation. Precisely, if the agent interacts only with defectors (f ¼ 0), then bcrit ¼
ng

2p�1 � 1 is su±cient to make cooperation an equally attractive option. In contrast, if

it interacts only with cooperators (f ¼ 1), then the bonus is needed to not exploit

cooperation doubles, i.e., bcrit ¼ ng

2p�1 � 2.

The critical bonus level further depends on p, the accuracy in detecting coop-

erators and defectors correctly. For p ! 0:5, both defectors and cooperators have the
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same probability to receive a bonus. In this case, bcrit ! 1 and hence, the payo®

di®erences can no longer be compensated, and the nudging mechanism fails. If p ¼ 1,

we reach, for a given f, the lowest value for the critical bonus. If p drops by 25%, the

critical bonus already doubles.

3. The Government Perspective

3.1. Wealth and taxes

The second important player in our model is the government. Similar to the agents,

the government also possesses some wealth, W ðtÞ. Governmental wealth can be only

accumulated via tax collection. These taxes are used to pay the bonuses to those

agents identi¯ed as cooperators. Hence, for the accumulated wealth of the govern-

ment, we propose the following dynamics:

Wðtþ 1Þ ¼ WðtÞ þ �GðtÞ � bðtÞNbðtÞ; GðtÞ ¼
X
i

giðsi; tÞ: ð21Þ

Nb is the number of bonuses paid by the government. We recall that the government

can identify cooperators only with a given probability p. With a probability ð1� pÞ
also defectors will receive a bonus, by mistake. Therefore, from the governmental

perspective, instead of the correct number of cooperators NcðtÞ, the government has

identi¯ed a number

NbðtÞ ¼ pNcðtÞ þ ð1� pÞNdðtÞ ¼ N½pfðtÞ þ ð1� pÞð1� fðtÞÞ� ð22Þ
of agents that actually have received the bonus bðtÞ.

If the government wants to accumulate wealth, at least for some time periods, it

has to ensure that

W ðtþ 1Þ �W ðtÞ ¼ �W ðtÞ ¼ �GðtÞ �NbðtÞ½pfþ ð1� pÞð1� fÞ� � 0: ð23Þ

Fig. 1. Critical bonus level, Eq. (20) dependent on the fraction of cooperators, f. Solid line: p ¼ 1, dashed

line: p ¼ 0:75.
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In an ideal economy without credit �W ðtÞ, the wealth generated in one time step

de¯nes the annual governmental budget, i.e., the upper limit of what can be spent by

the government. This budget, ¯rst and foremost, has cover administrative tasks.

Speci¯cally, at each time step, the government has (i) to collect taxes from all agents,

(ii) to identify cooperating agents with a probability p, (iii) to pay bonuses to those

identi¯ed as cooperators. These activities are costly, thus we consider an adminis-

trative cost C, and split the budget as follows: �W ðtÞ ¼ CðtÞ þ SðtÞ. SðtÞ denotes
the governmental savings, i.e., the part of the budget not used to pay the adminis-

trative costs. In a subsequent paper, we discuss di®erent assumptions of how the

administrative costs change e.g., with the level of cooperation, f, and how they

depend on the accuracy p to identify cooperators. Here, we simply assume that C and

S are two constants equal to zero. This simpler case allows to study a relation

between the budget�W , the tax level �, the level of cooperation f, and the accuracy

p to identify cooperators.

The total taxes collected by the government at each time step result directly from

Eq. (13)

�GðtÞ ¼ �
XN
i¼1

giðsi; tÞ ¼ �Nf½ngðRfþ Sð1� fÞÞ þ pb�

þ �Nð1� fÞ½ngðTfþ P ð1� fÞÞ þ ð1� pÞb�: ð24Þ

With this expression, we can determine parameter constellations under which the

condition of Eq. (23) can be met. This is discussed in the following section.

3.2. Governmental budget

Let us ¯rst calculate Eq. (24) using the canonical payo® values fT ;R;P ;Sg ¼
f5; 3; 1; 0g:

�GðtÞ ¼ �Nngð�f 2 þ 3fþ 1Þ þ �Nb½pfþ ð1� pÞð1� fÞ�: ð25Þ

The second term re°ects the fact that bonuses paid by the government are also

subject to taxes, and this way are partly re-collected. Hence, e®ectively, the gov-

ernment only distributes a share ð1� �Þ to the agents and we ¯nd for the upper limit

of the available budget:

�W 	 �Nngð�f 2 þ 3fþ 1Þ � ð1� �ÞNb½pfþ ð1� pÞð1� fÞ�: ð26Þ

We already know from Eq. (19) that bðtÞ has to reach a minimum critical level bcrit in

order to be e®ective, i.e., to let di®erences between the wealth of cooperators and

defectors vanish. Thus, we assume bðtÞ ¼ bcrit, Eq. (20), which results ¯nally in

�W 	 �Nngð�f 2 þ 3fþ 1Þ � ð1� �ÞNng

1þ f

2p� 1
½pfþ ð1� pÞð1� fÞ�; ð27Þ
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which simpli¯es to

�ðf; �; pÞ ¼ �W

Nng

	 ð�f 2 þ 3�fþ �Þ � 1� �

2p� 1
½pfþ ð1� pÞ�: ð28Þ

If we assume p ¼ 1, this results in

�ðf; �; p ¼ 1Þ 	 �f 2 þ ð4�� 1Þfþ �: ð29Þ
This already allows to conclude that the government can cover its administrative

costs and pay the critical bonus for all levels of cooperation, including f ¼ 1, only if

5�� 2 � 0, or � � 0:4. As a comparison in Fig. 2, for lower tax rates, bonuses can

only be a®orded for lower levels of f. In other words, the government can push the

level of cooperation only to a critical fraction f crit that results from � ¼ 0 (assuming

that it drops all own costs)

f critð�; p ¼ 1Þ ¼ ð4�� 1Þ
2

þ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð4�� 1Þ2 þ 4�

p
: ð30Þ

For instance, � ¼ 0:25 results in f crit ¼ 0:5, � ¼ 0:3 gives f crit ¼ 0:64.

If we consider p < 1, it is already obvious from Eq. (28) that the terms involving p

are all positive, therefore � would be only lowered. For example, � ¼ 0:4 and

p ¼ 0:75, would result in a critical value f critð�; pÞ ¼ 0:5, and for � ¼ 0:25 and p ¼
0:75 no bonuses can be paid, as Fig. 2 shows. In other words, to compensate for the

\mistakes" made by the government in identifying cooperators, the tax rate needs to

be further increased, to reach the same level of cooperation.

To validate the analytical solution of Eq. (30), we performed stochastic simula-

tions of our agent-based model. Speci¯cally, we simulate the master equation (12)

with the transition rates, Eq. (14) and the gains, Eq. (13), assuming ngðN� 1Þ=2
di®erent interactions, chosen randomly without replacement. We then run the

simulations with a given set of parameters until the fraction of cooperators f

(a) (b)

Fig. 2. Budget level, Eq. (28) dependent on the fraction of cooperators, f. Solid line: p ¼ 1, dashed line:

p ¼ 0:75. Di®erent tax levels: (a) � ¼ 0:25, (b) � ¼ 0:40.
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converges to a stationary value, f stat. This value is then compared with the analytical

prediction of the expected f crit, Eq. (30). In Fig. 3, this comparison is presented as a

function of the tax rate � for two di®erent values of p. We ¯nd a perfect match

between the analytical and the simulation results.

A last discussion answers the question, for which level of cooperation the gov-

ernment would have the highest possible budget �ðf; �; pÞ available. We start from

the nonlinear equation (28) and take the ¯rst derivative to obtain the optimal

condition

f optð�; pÞ ¼ 1

2
3�� pð1� �Þ

2p� 1

� �
: ð31Þ

Thus, for p ¼ 1 and � ¼ 0:4 we obtain f optð�; pÞ ¼ 0:3. Hence, for 0 	 f 	 f opt, it

pays o® for the government to pay bonuses because this not only increases the level of

cooperation, but also the budget for the government.

For f opt 	 f 	 f crit, the government is still able to pay the critical bonus, this way

further increasing the level of cooperation, albeit its own budget starts to decrease

with increasing f, until it vanishes for f ¼ f crit. Therefore, from the perspective of

the governmental budget, f ¼ f opt would be the preferred level of cooperation.

4. Strategic Interaction with Global Information

4.1. Critical bonus level

The previous results are interesting because they explain (i) under what conditions it

pays o® for the government to reward cooperation, and (ii) which level of cooperation

Fig. 3. Comparison of f crit (lines), Eq. (30), and the stationary level of cooperation f stat (symbols)

obtained from agent-based simulations for di®erent levels of the tax rate �. p ¼ 1 (continuous line, tri-

angles), p ¼ 0:75 (dashed line, crosses).
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could be achieved by such a bonus system. At the same time, the results are also

\boring" because they re°ect basic insights already known from classical game

theory. If agents choose their strategy by comparing their potential gains, as we have

assumed in Eq. (14), in a classical prisoner's dilemma they will always choose de-

fection because it gives the higher individual gain in every possible interaction. The

bonus paid by the government to reward cooperation is precisely the di®erence

between these potential gains, to make cooperation as attractive as defection.

Thus, the government has \bought" cooperative behavior, which sustains as long

as bonuses are paid. The only interesting insight was that, dependent on the tax

level, the government cannot \buy" any high level of cooperation, because it cannot

a®ord to pay the bonuses. These bonuses have to be much higher in cooperative

environments because the temptation to defect in this situation is also much higher.

Apart from quantifying these relations, the conclusions are not really new.

This leaves us with the important question how to change the model such that

nontrivial results are obtained. We refrain from applying known remedies

to boost the level of cooperation, such as considering local or iterated interactions

[8, 15, 19, 20], or introducing additional mechanisms such as social herding [7, 21] or

migration [10, 18]. Instead, we change the model only at one point, namely in the

information the agent takes into account when deciding about its strategy.

So far, the agent only considers the \local" or individual perspective, by com-

paring its potential gains, re°ected in Eq. (14). Now, we assume that the agent

compares the global payo®s of the two subpopulations, defectors and cooperators.

This assumption is less arti¯cial as it seems. We recall that each agent interacts with

other agents randomly chosen from the whole population. This already provides

information about the global level of cooperation, f. Hence, at the global level,

information about the distribution of strategies and of payo®s can assumed to be

public knowledge. Estimating (or observing) which of two subpopulations is

wealthier might be easier to achieve than calculating an individual payo®.

With these considerations in mind, we modify the decision rule of Eq. (14) as

follows:

qðsijð1� siÞ; fÞ ¼
expð�giðsi; fÞfÞ

expð�giðsi; fÞfÞ þ expð�gið1� si; fÞð1� fÞÞ : ð32Þ

The modi¯ed transition rates impact the odds ratio, Eq. (16), which eventually

changes the condition to determine the critical bonus level:

f Rfþ Sð1� fÞ þ p

ng

b

� �
> ð1� fÞ Tfþ P ð1� fÞ þ ð1� pÞ

ng

b

� �
: ð33Þ

Instead of Eq. (20), with the canonical payo® values fT ;R;P ;Sg ¼ f5; 3; 1; 0g we

now have

b̂
critðf; pÞ ¼ ng

pf� ð1� pÞð1� fÞ ð�7f 2 þ 3fþ 1Þ: ð34Þ
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This is a very di®erent expression for the critical bonus, and a comparison between

Figs. 1 and 4 shows a very di®erent dependence on f.

Let us ¯rst consider again p ¼ 1, which results in

b̂
critðf; p ¼ 1Þ ¼ ngð�7fþ 3þ 1=fÞ: ð35Þ

This function diverges for f ! 0, i.e., without an small initial fraction of cooperators,

no transition to cooperation can be induced. With increasing f, the critical bonus

level instead decreases, and even reaches zero at f̂
crit ¼ 0:643.

Considering Eq. (34) for the case p < 1 would not improve the situation, as shown

in Fig. 4. For all values p < 1, the denominator decreases, this way raising the level of

the critical bonus. We still ¯nd the same value f̂
crit

for the vanishing critical bonus.

But for f < f̂
crit

, the critical bonus is much higher because of the mistakes in iden-

tifying cooperators correctly. Even if the functional dependence is similar, to start a

trend towards increasing cooperation would need a much larger initial fraction of

cooperators.

This result has two implications. First, if the cold start problem can be solved by

choosing fð0Þ > 0, e.g., 10% of initial cooperators for large p ! 1, every bonus re-

ward for cooperation improves the situation, by increasing f and this way decreasing

the critical bonus needed at the next time step. This is a virtuous cycle. Second, once

a critical level f̂
crit

is reached, the government does not need to pay any bonuses for

cooperation. Instead, it can save this amount to increase its own wealth. Hence, we

reach a situation in which cooperation is sustained and the wealth, both of individual

agents and the central authority, continuously increases.

4.2. Governmental budget

The positive conclusions drawn from the modi¯ed model can now be veri¯ed for

the budget of the government which results from this redistribution mechanism. We

Fig. 4. Critical bonus level, Eq. (34) dependent on the fraction of cooperators, f. Solid line: p ¼ 1, dashed

line: p ¼ 0:75.
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recall that in the model with local information, there was a (small) optimal level of

cooperation f opt to maximize the budget of the government because higher levels of

cooperation are associated with higher bonus payments.

The upper limit for the budget is still given by Eq. (26). But instead of the critical

bonus level bcrit, Eq. (20), we now have to consider the new expression b̂
crit

, Eq. (34),

which results in

�W 	 �Nngð�f 2 þ 3fþ 1Þ � ð1� �ÞNngð�7f 2 þ 3fþ 1Þ pfþ ð1� pÞð1� fÞ
pf� ð1� pÞð1� fÞ :

ð36Þ
This equation is not easily simpli¯ed, therefore in Fig. 5 we plot it for di®erent

levels of � and p. Let us ¯rst discuss again the case p ¼ 1 which gives

�ðf; �; p ¼ 1Þ ¼ �W

Nng

	 �f 2ð8�� 7Þ þ fð6�� 3Þ þ ð2�� 1Þ: ð37Þ

As shown in Fig. 5(b), a tax level � ¼ 0:4 is not su±cient for the government to pay a

bonus if the fraction of cooperators is low. However, if f could be increased above a

critical level �f crit, which follows from �ðf; �; pÞ ¼ 0, the governmental budget

becomes positive and quickly increases with f. This will cover the administrative

costs, C, and may even allow for savings, S.

Comparing Figs. 4 and 5, we note that �f crit < f̂
crit

. That means, for a level of

cooperation �f crit 	 f 	 f̂
crit

the government has to pay bonuses to reward coop-

erating agents. However, these bonuses are small enough to allow a positive budget �.

Further comparing the cases p ¼ 1 and p < 1, we observe that for p < 1 the

critical level �f crit for positive budgets is considerably higher. At high values of f,

there is an intersection of the two curves, which indicates that a budget with p < 1

would become higher than a budget with p ¼ 1. This intersection, however, only

denotes the critical fraction f̂
crit

at which the critical bonus level becomes negative

(compare Figs. 4 and 5). So, for f � f̂
crit

the government does not need to reward

cooperation anymore, and therefore can abandon the e®ort to identify cooperators.

Fig. 5. Budget level, Eq. (36) dependent on the fraction of cooperators, f. Solid line: p ¼ 1, dashed line:

p ¼ 0:75. Di®erent tax levels: (a) � ¼ 0:25, (b) � ¼ 0:40 and (c) � ¼ 0:60.
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This does not imply that all agents are already cooperating, in fact only 2/3 do so.

The remaining defectors will be convinced to switch to cooperation simply by

comparing the total wealth of the two subpopulations. Thus, nudging or rewards for

cooperation are no longer needed.

To validate the above results and to further illustrate the cold-start problem, we

have performed agent-based simulations also for this second scheme of global in-

formation. The results are shown in Fig. 6 as a phase plot with di®erent tax rates �

on the x-axis and di®erent initial fractions of cooperators fð0Þ on the y-axis. The

symbols in this phase plot encode the stationary fraction of cooperators, f stat, as the

outcome of our simulations. We observe only two possible values, either full coop-

eration, f stat � 1 or no cooperation f stat � 0. The transition between these two

\phases" is denoted by critical threshold, �f crit from Eq. (37). For f > f̂
crit

, agents

start to perceive cooperation as the best strategy.

Because for f > �f crit we always end up in full collaborations, the government can

lower the tax rate � once this critical level is reached. Moreover, it can also stop to

pay bonuses. For p ¼ 0:75, the results are similar to p ¼ 1, but the phase of no

cooperation is clearly extended. In particular, full collaborations can no longer be

achieved, regardless of the tax level, if the initial fraction of collaborators is too low.

This is in line with the ¯ndings shown in Fig. 4.

In Fig. 6, we note the good agreement between the simulations and the analytical

prediction for the two di®erent values of p. But the match cannot be perfect because

for � < 1, we have stochastic °uctuations and, hence, some defectors will not switch

to cooperation and cooperators will switch to defection. Thus, the simulated

threshold value for f̂
crit

has to be larger than the analytical one, given by Eq. (37),

and full co-operation (f ¼ 1) is never exactly reached.

(a) (b)

Fig. 6. Phase plot ðx; yÞ ¼ ð�; fð0ÞÞ for the ¯nal fraction of collaborators f stat � 1 (full dots) and f stat �
0 (crosses). (a) p ¼ 1, (b) p ¼ 0:75. (dashed lines) expected �f crit, Eq. (37).
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5. Discussion

The guiding question of our investigations, namely \Should the government reward

cooperation?" can now be answered in a deliberative manner: \Yes, if it can a®ord

it." We have identi¯ed critical constellations in which it simply cannot. One limiting

factor is the tax rate �, which has to be su±ciently high to collect enough taxes to

pay bonuses for cooperators. A second limiting factor is the accuracy p to identify

those agents that would deserve a bonus for their cooperation. Already small inac-

curacies lead to a considerable deterioration, so it pays o® to invest in high levels of p.

As our agent-based model has demonstrated, governmental e®ort can become

much more e±cient if it is combined with the right information scheme to inform an

agent's decisions. The local information scheme, in which only individual gains are

compared, de¯nitely has its limitations. The government is able to induce a certain

level of cooperation, by simply paying the payo® di®erences in form of a bonus.

However, this cooperation is not sustainable, because it clearly depends on the

governmental payments. These become very costly for high levels of cooperation, to

compensate for the strong incentives to defect in a cooperating environment.

The global information scheme, which was presented as an alternative for the

decision rule, has the advantage that it leads to a sustainable cooperation. Precisely,

once a critical level of initial cooperation is reached, for which we present an ana-

lytical solution, no additional bonuses from the government is required to increase

cooperation. This requires to solve the \cold-start problem" to seed initial cooper-

ation. Governmental bonuses need to be very high if the level of cooperation is low.

As our model suggests, one way to overcome this daunting period would be a high

initial tax rate, which would allow to pay these bonuses. We found for the model that

� � 0:5 would be su±cient. Once a certain level of cooperation is reached, � could be

lowered, i.e., the tax rate could become a decreasing function of the fraction of

cooperators, �ðfÞ.
Still taxes are needed to support the administrative tasks of the government, i.e.,

tax collection, identifying cooperators, and paying bonuses. In our paper, we have

not explicitly discussed these costs, C, although we have assumed that they shall be

covered by the governmental budget, �W , which has to be much higher than the

limit case, C ¼ 0, used for the calculations. Our investigations hold also if arbitrary

°oor values C > 0 are chosen.

In the global information regime, we have noticed that the task of identifying

cooperators is particularly important for low levels of cooperation. At the same time,

this e®ort is also very costly. Hence, we could assume that the accuracy level becomes

a decreasing function of the fraction of cooperators, pðfÞ. It starts with p ! 1, this

way consuming most of the administrative budget, i.e., pðCÞ. For larger f, the value
of p and hence the fraction of the costs spent on identifying cooperators can be

lowered. This discussion is continued in a subsequent paper.

In conclusion, our agent-based model re°ects fundamental mechanisms of wealth

redistribution via the tax collection of a central authority. Wealth originates from

Should the Government Reward Cooperation?
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the interactions of agents, for which we have assumed a game-theoretical framework.

Di®erently from classical games, like the prisoner's dilemma, defectors may not get

the highest gain, because the government uses part of the collected taxes to reward

cooperators with a special bonus. This bonus has to be large enough to make co-

operation at least as attractive as defection. Our game-theoretical setting allows us

to calculate this critical level, for two di®erent decision rules.

Our abstract discussion omits the question whether the government shall inter-

vene this way. Rewarding agents that contribute to a common good or cooperate

under defecting conditions surely generates a positive impact on the level of coop-

eration. With our paper we have contributed to the interesting problem whether that

is also a feasible scenario. We could quantify the conditions for that. The most

important insight is, perhaps, that the monetary incentives do not play the major

role to achieve collaboration in a sustainable manner. Instead, one needs to provide

the right information to agents to allow them to make the right decision.
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